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- National Center for Education Statistics gathers standardized tests from U.S. high schools
- Want to know school-level performances
- Standardized tests on small sample of students for each school - Noisy!
Hierarchical Bayesian Approach [Lindley and Smith, 1972, Rubin, 1981, Gelman et al., 2013]
- Share strength across similar schools
- Estimate school performances by the posterior mean [Hoff, 2020]
- 5-50 students tested at 676 schools
- Limitation: complexity, subjectivity of the prior
- Question: is this more accurate than simple averages? Yes (c=99.26\%)!
- This question comes up in many new analyses!
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- I care about my $y$

Goal: Measure of confidence that $\theta^{*}(\cdot)$ has smaller loss than $\hat{\theta}(\cdot)$

1. On the observed dataset
2. Without needing subjective assumptions about $\theta$
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## Example Bound - Simulation Results

- Use simulated data for calibration, power, and risk

$>b(y, \alpha)$ is conservative across levels $\alpha$ and $\theta$
- Distribution of $W(\theta, y)$ and $b(y, \alpha)$ depend only on $g(\theta)$
- Coverage has little $\theta$ dependence

$c(y)$ detects $W(\theta, y)>0$
- More frequent selection of $\theta^{*}$ for smaller $\alpha$

Risk


- $g(\theta)$
- Risk of $\theta^{\rho}(\cdot)$ trades off between $\hat{\theta}(\cdot)$ and $\theta^{*}(\cdot)$
- For small $\alpha, \theta^{\dagger}$ can do worse
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$b(y, \alpha):=\|\hat{\theta}-y\|^{2}-\left\|\theta^{*}-y\right\|^{2}+2 \operatorname{tr}[(A-C) \Sigma]+$
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- Conservatism
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- Goal: estimate school-specific means, $\theta \in \mathbb{R}^{N}$
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## Beyond Affine Estimates \& Gaussian Noise

## Many likelihoods are approximately Gaussian

- E.g. Logistic Regression
- Asymptotic normality of MLE $\rightarrow$ Gaussian approximation to likelihood
- We show: our bounds provide nominal coverage as sample size $\rightarrow \infty$ Many estimates are approximately affine
- Empirical Bayes
- E.g. James-Stein estimator: $\theta_{J S}^{*}(y)=\left(1-\frac{N-2}{\|y\|^{2}}\right) y$
- We show: our bounds provide nominal coverage as dimension $N \rightarrow \infty$

Open Directions:

1. Different losses - L1, zero-one
2. Different models - sparse regression
3. Tighter bounds - overly conservative

## Summary

- We proposed c-values to frequentist confidence in new estimates
- on the observed dataset
- without assumptions on $\theta$
- Our bounds cover a range of models \& estimates for squared error
- We demonstrate conclusive evaluations on real problems

Further Information
Trippe, Brian L., Sameer K. Deshpande, and Tamara Broderick. " Confidently Comparing Estimators with the c-value." Journal of the American Statistical Association (2023).

Code Available: github.com/blt2114/c_values
Contact me: btrippe@mit.edu
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## Coverage of Empirical Bayes



- James-Stein estimator vs. MLE coverage

- Educational testing application, coverage in simulation with empirical Bayes step

